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PROJECT ABSTRACT 
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This proposal focuses on a new data structure, namely massive streaming data. We propose to 
develop recursive algorithms and evolutionary graphics for handling massive streaming data. 
Streaming data is essentially a new data acquisition paradigm, in which data becomes constantly  
available. Older data has less value and therefore must be discounted. Strategies for discounting 
are proposed as well as strategies for multi-scale resolution of data streams. The particular 
example we have in mind is streaming Internet packet headers, although theoretical and practical 
results will not be limited to this form of data. However, network traffic data are especially 
important to military and the U. S. Army in particular as Netcentric Warfare and joint operations 
between services and with allies become increasingly important. The ultimate goal of these 
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Analytic and Graphical Methods for Streaming Data with
Applications to Netcentric Warfare

1. Introduction

Netcentric warfare concepts evolved from the 1991 Gulf War experience and have been
defined by several sources. The Committee on Network-Centric Naval Forces of the  Naval
Studies Board of the National Research Council (2000) defined Network Centric Operations
as follows:

"Network-centric operations (NCO) [are] military operations that exploit
state-of-the-art information and networking technology to integrate widely
dispersed human decision makers, situational and targeting sensors, and
forces and weapons into a highly adaptive, comprehensive system to achieve
unprecedented mission effectiveness."

They go on to observe that:

"In one way or another all military operations will be joint. That is, systems
and forces from all the services and from National agencies will contribute to
the U. S. Armed Forces' operations in ways that vary with the
circumstances."

The reliance for total mission effectiveness on information and networking technology brings
concomitant vulnerabilities. Modern information and networking technology could be destroyed
relatively easily by an electro-magnetic pulse. More likely however, is the interception of
networking technology by clever hackers, even on secure communication networks. Much of
the communication technology especially from sensor platforms is radio based and subject to
spoofing and other methods of distorting the overall situational awareness.

Data mining, when compared with the classical statistical analysis paradigm, shows a
substantial change of perspective. Instead of relatively small, low-dimensional, homogeneous
data sets derived from a carefully designed sampling procedure, awareness of the issues in data
mining has led many researchers to consider massive, high-dimensional datasets that may not
satisfy traditional homogeneity assumptions. In addition, data sets used in a data mining context
often have been collected for administrative or other purposes having little to do with the
purposes for which data mining techniques are applied. Nonetheless, even among those aware
of the issues of computational complexity and massive data sets, the typical mindset is that we
have a dataset of fixed size , however large  might be. However, we believe there is a new8 8
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data collection paradigm looming on the horizon, to wit, data is streaming, coming available
continuously, and realistically not all of it can be stored. It is clear that the netcentric operations
idea will generate a streaming of the type suggested by what we identify as the new paradigm.
Moreover as new data becomes available the value of older data diminishes. Almost a given
with streaming data is that data are not time homogeneous. Indeed this is a strong contrast with
the conventional perspective on homogeneously sampled data.

In addition to data generated by networks of computers, examples of this class of data
abound. Point of purchase data, telephone traffic data, and credit card use data are all
examples. The data on which we will focus in this proposal is Internet traffic data. Techniques
for the use and analysis of such data must of necessity be somewhat different from fixed sample
size data. Because the data cannot be stored conveniently, recursive algorithms that update the
desired statistic using an incoming piece of data and then discard that piece of data are
appropriate. Data visualization methods have more recently emphasized dynamic graphics, i.e.
animation of the graphic using rotation, grand tours, mapping of variables into time, and so on,
but always with an eye on a fixed dataeset size. We propose what we like to call evolutionary
graphics, i.e. graphics which evolve as a function of new data being added. The combination of
recursive algorithms and evolutionary graphics will provided a fundamental approach for
analyzing streaming data.

As a prototype for developing tools for streaming data, we have launched on a data
collection effort with the agreement of the George Mason University's CIO to capture all header
information for all Internet traffic in and out of the University. This comprises primarily TCP,
UDP and ICMP packets. We have installed sniffer and analysis machines and are capable of
locally recording up to a terabyte of traffic data. Preliminary experiments within our small
statistics subnet indicate traffic of 65,000 to 150,000 packets per hour. We are currently
collecting about 1.2 to 3.0 gigabytes of header information per hour in the larger University
context. Ultimately, we are interested in real-time detection of intrusion attacks so that analysis
methods for steaming data are necessary. In the next sections, we will describe some
background on TCP/IP traffic, indicate some recursive methods capable of handling streaming
data and give some suggestions for analytic algorithms and visualization procedures we hope to
develop under this proposal.

2. Scoping the Problem, IP Header Information

2.1 IP Addressing

Most of us have seen some versions of the Internet Protocol (IP) addresses or more
precisely, the IP version 4 (IPv4) addresses. An IPv4 address is a 32-bit number usually
represented as 4 dotted fields, i.e. field1.field2.field3.field4. Each field is essentially an 8-bit
byte and for this reason is often called an octet. In principle, these IP addresses uniquely identify
a machine. This in fact is not true strictly speaking. In wireless networks and other settings,
machines may have dynamically assigned IP addresses, which remain fixed for the duration of a
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session on a machine (as long as the machine is turned on and the machine is in the network),
but which address may be reassigned to another machine when the session is ended. In theory
there are  addressable machines.# œ%ß#*%ß*'(ß#*'$#

The configuration of the IPv4 address identifies the type of network. In a Class A network,
field 1 identifies the network and fields 2-4 identify a specific host. Class A networks can be
identified by having field 1 smaller than 128, e.g. 1.1.1.1. The most typical type of network is a
Class B network in which field1.field2 identifies the network and field3.field4 identifies the
specific host. Often field3 identifies a subnet. Field1 must be at least as large as 128, e.g.
130.103.40.210. In a Class C network, field1.field2.field3 identifies the network and field4
identifies the host., e.g. 192.9.200.15. In a Class C network, only 256 unique machines are
addressable. One can immediately see issues that arise in graphical displays. Even high
resolution graphical displays may display 1600 pixels across whereas only two fields (two
octets) amount to 65,536 discrete entries. Thus displaying only two fields in a graphic would
already create severe resolution problems without some sort of  zoom and pan capability.

One might think that 4 billion Internet addresses would be sufficient. However, since many
are reserved and not all are actually used, a new standard, IP version 6 (IPv6) is being
introduced. An IPv6 address is a 128-bit address arranged as 8 groups of 16 bit numbers
separated by colons, e.g. EFDC:BA62:7654:3201:AFDC:BA72:7654:3210. Leading zeros
may be omitted so that 1060:0000:0000:0000:0006:0600:200C:326B œ
1060:0:0:0:6:600:200C:326B. Any sequence of single zeros and colons may be replaced by a
double colon so that 1060:0:0:0:6:600:200C:326B 1060::6:600:200C:326B. All IPv4œ
addresses fit into an IPv6 address of the form ::****:****. For example, 130.103.40.5 in IPv6
notation is ::8267:2805. Note that 130 in decimal notation is 82 in hexadecimal, 103 in decimal
is 67 in hexadecimal, 40 is 28 in hexadecimal and 5 in decimal is also 5 in hexadecimal. Hybrids
are allowed so ::130.103.40.5 is acceptable. If dealing with IPv4 addresses strains the data
visualization, then the number of IPv6 addresses,  greatly compounds# œ$Þ%!#)‚"!"#) $)

that problemÞ

2.2 Ports

Network-connected hosts have so-called ports, which may be viewed as extensions to their
respective IP addresses in the sense that they identify what services and applications are
communicating. Ports are a logical rather than physical connections, and many of the ports have
a standard service, application, and/or vendor associated with them. There are # œ'&ß&$'"'

ports for each host, divided into three ranges: well-known ports (0-1023); registered ports
(1024-49151); and dynamic and/or private ports (49152-65535). Ports are used in TCP to
name the ends of logical connections, which (potentially) carry long-term conversations. The so-
called well-known ports are assigned by the Internet Assigned Numbers Authority (IANA) and
on most systems can only be used by system or root processes or by programs executed by
privileged users. The registered ports are listed by the IANA and on most systems can be used
by ordinary user processes or programs executed by ordinary users. Some well-known
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standard services and associated ports are file transfer protocol (ftp) on port 21, secure shell
(ssh) on port 22, telnet on port 23, mail (smtp) on port 25, web services (http) on port 80, mail
(pop3) on port 110. Sun network file system (nfs) is registered for port 2049. Even DirecTV
and AOL have registered ports associated with them. For more details see
http://www.IANA.org. Unprotected (open) ports allow for possible intrusion or malicious use.
See Marchette and Wegman (2003) for a description of some of these strategies. Scanning a
host for unprotected ports is a strategy that hackers may use to break into a machine. Not all
65,000 ports are typically scanned nor are they necessarily scanned sequentially. Just as with IP
addresses, the total number of ports makes visualization of all of them difficult.

2.3 Packet Structure

The basic data structure on a network is the packet. All communications, whether they be
email, web, chat or a remote login, are encapsulated in a series of packets. Each packet
consists of a header of routing information (basically, the to and from address of the packet)
plus the data. Transactions are broken into a series of relatively small packets, and sent out on
the network. It is important to realize that packets are nominally dynamically routed. Each router
determines the best next hop for the packet and sends it along to the next router closer to the
destination. This means that different packets of the same communication can take different
routes, and thus do not necessarily arrive in the order in which they are sent.

Statistically speaking, our interest will generally be focused on what is technically referred to
as the IP datagram (versus the IP packet), the unit of end-to-end transmission before
fragmentation and after reassembly if required by limitations imposed by the physical network
over which the encapsulated data must pass. A packet on the other hand is the unit of data that
is actually passed "on the wire," which under fragmentation reflects only a portion of the
application generated information being transmitted to the destination host. Observations on the
size of data segments or transmission counts from or to a given IP address or port, for example,
would most likely refer to datagrams being sent and received. Malformed fragments are of
interest because they may represent malicious intent.

The basic protocol of the Internet is IP. This is a non-reliable protocol (meaning that there
are no reliability guarantees made by the protocol). Other protocols are available to provide
these guarantees, and these are implemented within the data portion of the IP packet. An IP
packet contains the basic address information, source and destination IP address, a unique
identifier for the packet, the protocol of the data portion of the packet, fragmentation
information, and various options for routing.

The most important fields in the IP packet are the source and destination IP addresses.
These are used to identify the sending and receiving hosts. The other important fields are the
flags and fragment offset fields. As mentioned previously, packets that are too big may be
broken up into smaller packets, called fragments. These fields are used to ensure that the
packets can be reassembled at the destination. If a packet is fragmented, the first fragment
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consists of a fragment offset of 0 and the bit corresponding to the "more fragments'' (MF) flag is
set. Subsequent fragments set the fragment offset field to the value corresponding to their place
in the packet. All but the last packet have the MF flag set. By assembling the packet as
indicated by the fragment offset field, the original packet is reassembled. All fragments for a
given packet have the same identification field as the original, so that the receive can determine
which fragments belong with which packet.

The main protocols that we are concerned with, beyond IP, are the Internet Control
Message Protocol (ICMP), User Datagram Protocol (UDP) and Transmission Control
Protocol (TCP). ICMP is used for error messages and diagnostics, while UDP and TCP
provide the basic one- and two-way communication channels used by most applications.

The IP protocol does not provide any guarantees of delivery or reliability. A packet is sent
off, and if it is received there is no necessity for the receipt to be acknowledged to the sender. If
the packet is lost, it is lost, with no mechanism for resending. There are error mechanisms built
in, using the ICMP protocol, in which packets that cannot be delivered result in an error sent to
the sender, but beyond this, any desired reliability is implemented in the other protocols.

The vast majority of traffic on the Internet is either UDP or TCP. UDP provides a one-way
connection with no guarantee of service, while TCP provides two-way connections with
assurance: packets which are not delivered are resent. Both protocols implement the concept of
connection ports, which can be thought of as an extra two bytes of addressing. This provides a
unique communication path between the two computers.

TCP implements the two-way connection via an initiating handshake with sequencing
controlled by sequence numbers. The main fields of interest are the port numbers, sequence
numbers, and flags. The port numbers determine the applications associated with the
connection, and allow the computers to have several sessions between the applications without
mixing them up.

2.4 Sniffers

In order to study Internet traffic, especially to investigate attacks on our systems, it is
desirable to capture packet headers. Generally we have no interest in the data content of the
packets because packets are usually fragmented and often encrypted. Thus to reconstruct the
full details of a single session is a formidable task and often not a fruitful exercise anyway.
However, source and destination IP and source and destination ports and packet type can be
used to glean a great amount of information about the nature of traffic and if it is malicious or
benign.

In order to capture the traffic, anonymous surveillance machines are installed typically just
outside the firewall and monitor traffic flowing through the point. Programs such as tcpdump
capture the header information. In the case at George Mason University, our sniffer machine
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captures 68 bytes of header infromation for all Internet traffic in and out of the University. To
give some sense of scale, we capture between 1.2 to 3.0 gigabytes of header data per hour or
approximately 26 terabytes per year of just header data. According to our studies, even our
relatively small statistics network generates more than 150,000 packets per hour (during a
relatively quiescent examination period).

3 Recursive Algorithms

Because the volume of internet traffic is streaming and so extensive, it is essentially
impossible to store all the data, even with multi-terabyte storage capability, except for some
limited amount. Of course, because the nature of the data is not generally homogeneous, it is
also desirable to discount older data. In this section we discuss recursive and discounting
algorithms.

3.1 Moment  and Count Calculations

Moments are important, of course, because they generally characterize a distribution.
Moreover as we shall see in the next subsection, they also lead us to an optimal way of
compressing data. Suppose we now agree that a sequence ,  represents an\ 3 œ "ß#ß$ßá3
incoming stream of data. Then the traditional  can be computed recursively by the formula\8

\ œ \ � Þ8 8�"
8 88�"

\8

Similarly, moments of all orders can be computed recursively by

! !
3œ" 3œ"

8 8�"
5 5 5
3 3 8\ œ \ � \ Þ

Of course, these are essentially trivial computations as is the count computation. Clearly the
asymptotic statistical properties in a stationary setting are identical with the non-recursive
formulation of the estimators. However, as sample sizes increase, round-off considerations
become significant and rescaling could become an issue, i.e. for very large , the ratio 8 8�"

8
becomes essentially indistinguishable from  and division by  is limited to the maximum floating" 8
point number allowed by the computer and its floating point algorithms. Moments, and means
and counts particularly, become important in the construction of a pseudo-samples by geometric
quantization.

3.2. Quantization

Khumbah and Wegman (2003) have suggested a method for creating pseudo-samples by
geometric quantization. Although storing all of the data is impossible, it may be possible to
aggregate data at a sufficiently fine level that is storable and may be useful from statistical
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perspective. The idea is simple enough, tessellate the sample space at a sufficiently fine level so
that incoming observations may be binned. The binning boundaries must not depend on the data
so there are basic requirements that must be met:

1. The tessellations must be space filling so that every observation may be assigned to a tile.
2. It is extremely desirable to have congruent tiles so as to simplify computation.
3. The tiles should be as spherical as possible so as to minimize distortion.

The idea is that there should be  tiles where  is some large number so that the geometric size5 5
of the tiles is quite small and so that  departure of an observation from its aggregated
representor is minimal. In fact, we effectively do this all the time by representing a continuous
image by high resolution digital images on a screen with very tiny pixels.

A key notion discussed in Khumbah and Wegman is the calculation of the representor for a
tile in the tessellation. If  is the quantizer, then the key idea is that mean of theU IÒ\lU œ C Ó œ4
observations in the th tile . In other words,  and the quantizer is said to be4 œ C IÒ\lUÓœU4
self consistent. Many important properties follow from self consistency.

1. IÒ\ÓœIÒUÓÞ
2. If   is a linear unbiased estimator of , then so is ) ) )s sIÒ lUÓÞ
3 If  is a convex function, then  In particular Þ 2 IÒ2ÐUÑÓŸIÒ2Ð\ÑÓÞ @+<ÐUÑŸ@+<Ð\ÑÞ
4.  for any other quantizer IÒ\�TÓ  IÒ\�UÓ TÞ# #

The fact that means and counts can be computed recursively implies that the value  theC4
representor of the th tile can be computed recursively and that a pseudo-sample of size  can4 5
be built from streaming data, where the pseudo-sample size is always fixed. Provided that the
tiles are sufficiently small, Khumbah and Wegman (2003) have preliminary indications that the
pseudo-sample is essentially indistinguishable from the real sample based on small scale studies.
However, this quantizing algorithm has not been implemented in an operational sense and many
of the theoretical properties are still left unaddressed.

3.3 Density Estimation

The traditional nonparametric kernel density estimator

0 ÐBÑ œ OÐ Ñs 8
"

82 2
3œ"

8 B�\
8 8

3!
has the great disadvantage of not being recursively computable. This makes this awkward for 8
very large and essentially useless for streaming data. Wolverton and Wagner (1969) and
apparently independently Yamato (1971) introduced a recursive form of the kernel estimator:
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 0 ÐBÑ œ OÐ Ñ‡ " "
8 8 2 2

3œ"

8 B�\!
3 3

3

which may be reformulated in recursive form as

0 ÐBÑ œ 0 ÐBÑ� OÐ ÑÞ‡ 8�" ‡ "
8 8 8�" 82 2

B�\
8 8

8

This formulation makes a kernel estimator appropriate for streaming data. An alternate
formulation was given in Wegman and Davies (1979)

0 ÐBÑ œ Ð82 Ñ Ð82 Ñ OÐ Ñ†
8 38

� �

3œ"

8 B�\
2

" "
# # 3

3
!

which has a recursive form

0 ÐBÑ œ Ð Ñ 0 ÐBÑ� OÐ ÑÞ† †
8

8�" "
8 2 82 2

2 B�\
8�"

8�" 8
8 8 8

"
#   

Although the bandwidth is adjustable and depends on the order in which the observations are
presented, these estimators have asymptotic strong consistency and, in fact, Wegman and
Davies (1979) demonstrate the exact rates of strong convergence for both of these kernel-
variant  estimators. The conditions are rather tedious, but generally relatively mild. See Wegman
and Davies for details. Although Wegman and Davies (and for that matter Wolverton and
Wagner and Yamato) focus on the one-dimensional density estimation problem, these methods
and results have not been extended to the critical  multidimensional case. The simplicity of these
recursive formulations make them accessible for streaming data.

Priebe (1994) also demonstrates a recursive algorithm for density estimation based on
mixture models. The procedure can be initiated by taking a single pair of observations and
calculating and using these to estimate the parameters of a normal density function. Suppose
then  is the initial density estimate. The general idea of Priebe's procedure is to either0 Ð Ñs B
create a new mixture term if the new observation is far away from existing mixture terms or to
update an existing mixture term if the next observation is sufficiently close to one of the existing
mixture terms. Suppose now that we have applied his methods and have  with  mixture0 Ð Ñ Rs B
terms.

0s Ð Ñ œ Ð ß ÑÞB B!
3œ"

R
3 8 3ß81 9 ),
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Typically,  is taken to be a normal density with parameters given by and9 )3ß8 œ Ð. D3ß8 3ß8ß Ñ
mixing weights given by the  Then the update rule is as follows:13Þ

73ß8�"
Ð ß Ñ

Ð ß Ñ
œ 1 9 )

1 9 )

3ß8 8�" 3ß8

>œ"

R
>ß8 8�" 3ß8

B

B!

1 1 7 73ß8�" 3ß8 3ß8�" 3ß8
"
8œ � Ð � Ñ

. . .3ß8�" 3ß8 8�" 3ß88œ � Ð � Ñ7
1

3ß8�"
3ß8

B

D D . .3ß8�" 3ß8 8�" 3ß8 8�" 3ß88œ B B� ÒÐ � ÑÐ � Ñ ÓÞ7
1

3ß8�"
3ß8

†

Here  is the estimated posterior probability of  belonging to the th component. The73ß8�" 8�"B 3
remainder of the update terms provide for parameter updates. Please note that we have used
bold to indicate that these are multivariate densities. A new term may be created if the new
observation is sufficiently far away from any of the existing terms. This is usually measured in
terms of Mahalanobis distance. If the probability of creating a new term is one, then this is
essentially a traditional kernel estimator. If the probability of adding a new term is zero, then
Priebe's adaptive mixtures estimator is essentially a standard parametric normal estimator.
Usually, this estimator creates many spurious terms, but usually yields a good fit. The Priebe
adaptive mixtures estimator, while apparently considerably more computationally complex than
the kernel estimator, is in fact a good alternative because it need not be computed on a grid as
the kernel estimator must. Thus in higher dimensions, it avoids the need to compute the
estimator on a large grid. The mixture density also has the advantage of interpretability for
clustering. Somewhat less is known about the asymptotic properties for the adaptive mixtures
estimator than for the recursive kernel estimators.

In addition to the fact that properties of the Gaussian-based adaptive mixtures have  less
well developed theoretical properties, unfortunately the Gaussian mixtures do not form in
general an orthonormal basis. A looming theoretical need for adaptive mixtures is a version with
orthonormal bases such as wavelets to reduce or eliminate spurious terms.

3.4 Discounting Old Data

The fundamental premise of streaming data is that the generating structure for the data is
changing with time. Hence, traditional asymptotic results mentioned above have limited value
and should be taken as performance indicators, but not as serious data mining tools. A long
standing device for discounting data is the use of exponential smoothing. Consider

Owner
D-9



] œ Ð" � Ñ \ ß ! � � ">
3œ!

_
3 5

>�3
! ) ) )

which may be reformulated in recursive form as

] œ Ð " � Ñ\ � ] Þ> > >�") )

First suppose that  has stationary momentsso that . Then, \ IÒ\ ÓœIÒ\ Ó IÒ] Ó œ> >5 5
>! !

3œ! 3œ!

_ _
3 5 5 3 5

>�3Ð" � Ñ IÒ\ ÓœIÒ\ ÓÐ" � Ñ œIÒ\ ÓÞ) ) ) )  Thus in stationary cases the

exponential smoothed  has exactly the same expectation as  would. Notice that for  close] \> 5 )
to 1, the exponential smoother places the heaviest weight on the historical value of  and]>�"
little weight on the most recent value of  This holds for all moment calculations including the\ Þ5

>
mean and may be adapted to other mathematical structures as well. On the other hand if,  is)
close to zero, the exponential smoother places most weight on the recent observation  and\5

>
little weight on the historical value. By carefully adjusting  we may also adjust how quickly or)
how slowly the exponential smoother adapts to the new data. This will depend of course on the
time-scale of the changes in our case of Internet traffic. This also suggests that we could use a
spread of  values to do a multiresolution analysis of the streaming data.)

Finally we note that this strategy may be applied to the recursive kernel density estimator.
Note that in the Wolverton-Wagner version of the recursive kernel estimator that  plays8�"

8
the role of   and that  plays the role of  This suggests that we could formulate a new) )"

8 Ð" � ÑÞ
recursive kernel density estimator with adjustable discounting of old data

0 ÐBÑ œ 0 ÐBÑ� OÐ Ñ‡ ‡
8 8�" 2 2

Ð"� Ñ B�\) )
8 8

8

where of course    Indeed, it may be desirable to adjust  as a function of . This! � � "Þ 8) )
needs additional exploration as well.

An alternate traditional scheme for discounting older data is to employ a moving window
and only retain the last say  observations This moving window may be also combined with a7 Þ
taper to discount older observations within the moving window.

4 Evolutionary Graphics

Just as streaming data implies that there is no predetermined sample size for recursive
algorithms, so too must the nature of graphic representation of data be adjusted. We propose to
use the language rather than dynamic graphics. The latter implies a fixedevolutionary graphics 
sample size that is animated by rotations, grand tours, mapping a variable into time and so on.
The key element is that the data set size is fixed no matter how large. With evolutionary graphics
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we mean to imply that the graphic evolves with time changing along with the streaming data.
Naturally it is difficult to illustrate evolutionary graphics for streaming data in a printed page.
However, we have three basic suggestions: 1) waterfall diagrams, 2) transient geographic
mapping, 3) multivariate visualization for port scanning and denial of service attacks.

4.1 Waterfall Diagrams

The waterfall diagram is a staple of sonar signal visualization and can take either of two
forms. In either form, for a given (very small) time epoch there is a scan, which marks the
source of the signal. The scan may be in azimuth, i.e. 0 to 360 degrees or in frequency, typically
0 to perhaps a few thousand Hertz. The appropriate signal/frequency is marked. At the end of
the first epoch, the scan line is dropped down and a new epoch begins repeating the procedure.
The procedure is repeated perhaps a thousand times until the screen is filled. Persistent targets
in azimuth may be identified with ships. Targets that are moving may be identified by diagonal
lines in the waterfall diagram. Similarly the suite of frequencies identified in a spectral waterfall
can identify the type of ship and whether rotating machinery is constant in speed or changing.  A
similar notion can be exploited for Internet traffic data. For example the source IP or destination
IP may be plotted in a waterfall diagram as a function of time. We propose to develop these
graphics.

4.2 Transient Geographic Mapping

Transient geographic mapping is much harder to illustrate, but comparatively easy to
understand. Most users belong to a class B network. Class A are typically reserved for very
large providers of backbone services such as AT&T, Sprint, MCI and the like. Thus the first
two octets can typically be identified with corporate entities including ISPs, university or
government users, whether national or international. International corporations may use the same
first two octets in widely geographically distributed regions, but to a large extent the first two
octets can be reasonably geographically localized. We suggest two types of transient geographic
mapping. The idea is to identify the first two octets with a geographic location, usually the
headquarters of the class B network owners. Two forms of transient displays are desirable.
First an unthesholded display for which every packet from a source IP lights up the source
geographic point with a fairly rapid decay. Thus sessions for which many packets are being sent
from a source will have a persistent bright display, with less persistent displays for sources
sending fewer packets. This type of display is useful in a benign situation for gathering ground
truth average traffic. However, in a denial of service attack, this would be useful for rapidly
identifying the sources of the attack.

A second suggestion is to threshold the high frequency traffic and plot only low frequency
packets with a long persistence. Characteristically, intruders tend to try to attack systems
stealthily so that probing packets are sent infrequently so as not to arouse suspicion. Thus
making infrequent packets from a particular pair of octets may be quite useful in identifying
would-be intruders.
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4.3 Other Plotting Devices

Anomaly detection in Internet traffic can highlight other threats or unusual behavior.
Consider for example the drill-down (pan and zoom). Plotting the Number of Bytes versus the
Number of Packets can characterize different services. Automated services such as email and
ftp will tend to lie along a diagonal,  whereas telnet services typically carried out by an
individuals keystrokes will tend to have a lot of packets with comparatively few number of
bytes, i.e. telnet commands tend to be small. Web services can range over a wide range of
combinations of Number of Bytes versus Number of Packets depending on the size of the web
page being transferred and the number of images it contains. Another Pan and Zoom that could
be effective is plotting the Number of Bytes versus Duration or Source IP versus Destination IP.
The vertical banding in this type of illustration indicates many Source IP connections to a single
destination IP, not uncommon for a popular destination such as Google, eBay, or Amazon.
However, horizontal banding indicates a connection from a single source IP to many destination
IPs. This would tend to suggest that the source IP was probing various destination IPs with
possibly malicious intent. Of course search engines such as Google are constantly probing web
servers for new or updated web pages, so such probings can be comparatively benign. With
dynamic evolutionary graphics we could plot destination IP versus source IP versus time in a
stereoscopic display.

5. Proposed Task Summary

 • I propose what I like to call evolutionary graphics, i.e. graphics, which evolve as a
function of new data being added. The combination of recursive algorithms and evolutionary
graphics will provided a fundamental approach for analyzing streaming data.

 • I propose to develop scalable graphics devices (pan and zoom) for discrete data that
has many more points than screen resolution would allow.

 • I propose to investigate the theoretical properties and implementation of the quantizing
algorithm for truly massive streaming data .

 • I propose to investigate recursive kernel density estimators in the critical
multidimensional case.

 • I propose to investigate adaptive mixtures density estimation algorithms using
orthonormal bases such as wavelets to reduce or eliminate spurious terms.

 • I propose to investigate classical exponential smoother with adaptive time scaling and
their potential use as multiscale data analysis.
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 • I propose to develop evolutionary graphics tools including waterfall diagrams, transient
geographic mapping, and related multivariate pan and zoom methodology.
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Interface of Computing Science and Statistics. The Interface Foundation in conjunction with the 

Owner
E-1



American Statistical Association and the Institute for Mathematical Statistics has also launched 
the interdisciplinary Journal of Computational and Graphical Statistics. Dr. Wegman served in 
national office in the Institute of Mathematical Statistics, the American Statistical Association 
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Professor of Information Technology and Applied Statistics and the Director of the Center for 
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